Chapter VIII

Some Special Continuous Distributions

D. 8. 1. (Normal Distribution)
A continuous variablex hasnormal (or Gaussian) distribution if its probability density
function is of the form

f(x;u,a)%w(x'”j

T.8.1
Thedistribution function of a normally distributed variabl¥ is given by

Proof: (see: D. 5. 3.)

R.8. 1.
The old German money 10 Mark notes had Karl F. &austed on the back, and a small bell
shaped curve and its formula in the background:




T.8.2

Let X be a normally distributed variable. Then

R.8. 2

The following charts show the probability densitydahe distribution functions of a normally

distributed variablex for different values ofy ando?:
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R. 8. 3.(Some Important Properties of the Normal Density Fetion)

The probability density function of a normally dibtited random variable has the following
properties:

1. The function assumes its maximunuat

2. Increasing the mean shifts the distributiorhright without changing the shape,
decreasing the mean shifts it to the left.

3. Decreasing the standard deviation “shrinks”htl&smaking the peak higher, increasing the
standard deviation makes it flatter.

4. The function is symmetric and centred abouttlean. Hence, the area under the curve to
the left of the mean equals the area undecuhee to the right of the mean. Both of these
areas are equal to 0.5.

5. The function has inflection points at y+ o .

6. Mean = median = mode.
7.X 5 t0 = f(Xx;u0)-> 0.

R. 8. 4. (Standardised Normal Distribution
Using the standardisation

with

(See D. 6. 3.), we obtain:

1. Theprobability density function of the standardised normal distribution:

XZ

2 xOR.




2. Thestandardised normal distribution function:

F(x) = ®(x)
_1 7 )
_m_[oe dt, x0OR
R.8.5
#(-x 0, )=¢(x; 0, 3,
®(-x; 0, )=1-®(x; 0, ).
T7.8.3
P(|X—ﬂ|<c)=2@b[§j—1, cOR'.
Ex. 8. 1.

Consider a normally distributed random variabevith the mean 1 and the variance 9.
1. Find the probability that

a. X lies in the interval2, §,

b. X is at least equal to 2.7,
c. X deviates from the mean by less than 1.5.

2. Determine a numberfor which the probabilitp (X = z)is at least 0.1.

Solution:
) P(2< X <5)= P(2<x<5: -F (2
(—J- (—3
=0.90824% 0.629308 0.2789

§ P(X=227)=1-P(X < 2.9

=1-F(2.7)

o252

=1-®(0.56666

=1-0.71566F 0.27433.



P(X -1<1.9= 2@(1—:)— 1
=20 (0.5 -1

=2[0.691462 ¥ 0.38292

R. 8. 6.(“68-95-99.7 Rule” or “Empirical Rule” )

All normal density curves satisfy the following pegty which follows from T. 8. 3.:
P(X - u/<o)=0.6828
P(|X - 4| < 20) = 0.9544
P(|X - 4/ <30)=0.997z

This means:

Approximately 68% of the observations fall withirstandard deviation of the mean:

1 1

W3 u-2s p-o p uto ptdo ptdc x o
302 1 6 1 2 3

Approximately 95% of the observations fall withirs@&ndard deviations of the mean:



P=3G p-20 p-o P pto Pt ptio X -
3 -2 -1 &6 1 2 3

Approximately 99.7% of the observations fall witldrstandard deviations of the mean:

u=3c p-26 p—c P puto pt+2o p4do x o
3 -2 -1 0 1 2 3

Another way of looking at it:

34% 3%

0.15% 0.15%

U=-36 U206 U6 P PHo P20 o X o
3 -2 -1 0 1 2 3



Ex. 8. 1. (Continued)
Approximately

68% of the observations fall within the interfva, 4],
95% of the observations fall within the interfee, 7],
99.7% of the observations fall within the intefve, 1.

T.8.4.
Let X,, i =1, 2,...be binomially distributed random variables withgraetersn andp .

Then the sequence of the corresponding standardiseldm variables

:m i=1 2. ..

Jnipg

converges againststandardised normally distributed random variable.
In particular, we have

P(Xi<x):¢(%}

R. 8. 5. (Normal Approximation to Binomia)
The above theorem can be used to approximate batalistribution by normal distribution.
It will be recommended to use the following rulettoimb

“If
nCp>5 and nlg> |
then the binomial distribution can be approxiedaby normal distribution.”
Ex. 8. 2.

Shown below is the probability distribution of aabmial random variableX with
n=20andg= 0.t



Successes(x) Probability

0 0.000001
1 0.000019 S

2 0.000181

3 0.001087

4 0.004621 2 ..

5 0.014786 ¢

6 0.036964 I| II

7 0.073929 0.0- -----II Il-----
8 0.120134 : i %
9 0160179 Successes (x)

10 0.176197 0.2+

11 0.160179 A&

12 0.120134 & M

13 0.073929 % o1 1

14 0.036964 [

15 0.014786 Il |I

16 0004621 00.eeuBRRENIII IR
17 0.001087 0 1o 20
18 0.000181 Successes (x)

19 0.000019

20 0.000001

~ N(np, AJip(Ip) )

Ex. 8. 3.
Experience shows that 90% of the products of a &irenof highest quality. Find the
probability of finding at least 950 such productsaisample of 1000.

8



Solution:
Let X denote the number of products of highest qualiberl, we have

n=1000, p= 0..

Using the binomial distribution, we find the ,uglgkpression:

1000 1000
X

P(X=2950= > Jm.g‘- 0.1,

x=950

Let us, therefore, approximate it by the normalriistion (Obviously the conditions for the
application of the above rule of thumb are fulfille

E(X)=x=nlp=100000.9= 90
D?(X)=0%=nlpd=9000.1= 9C

950- 900

750 j= +o( 53= 0.00C

P(X 2950)=1-P(X < 950 = 1—cp[
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