Chapter VI

Parameter s of a Random Variable

D. 6. 1. (Expected Value)
Theexpected value of the random variablg , denoted b¥ (X ), is defined as

> x whenX discrete
E(X):=11,
jfo(x)dx whenX continuou
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under the assumption

2. 1%|Ch <o
i=1
and
j|x|mf(x)dx<oo.

R.6. 1.
The expected value of a discrete random varialtleeisveighted mean of all outcomgsof

X with the probabilitiesp, acting as weights.

R. 6. 2.
The notion “expected value” in the probability thebas similarities with the notion “mean
value”, they are not, however, identical. The folilog example illustrates this fact:

Ex. 6. 1.
A die will be tossed with the following outcomes:

3, 5 4 3,1

The average mean is equal to
- 1 .
x:gEQS+5+ 4+ 3++ 1) = 3.2

On the other hand, the expected value of the randorable
X : ,number of dots facing uppermost*
will be

E(X) :%m+%tz+—é[3+—ém4+—é55+—émaz 3.t



Whereas the mean value can vary from trial to,ttied expected value is an objective number
independent of concrete outcomes of trials. Themvedue approaches the expected value if
the number of trials approaches infinity.

Ex. 6. 2.
Given the probability density function

f(x):—§x+§, x0[o, § ,

find the expected valug( X ).

Solution:

E(X):ij:xtlf(x)dx:ix[ﬁ—éx+§jdx

3
:J(—Ex2+zx)dx
79" 73
3

S22
9 3 3 2

=224 2o
9 3 3

D. 6. 2. (Variance or Dispersion, Standard Deviation)
Thedispersion or variance of the random variablg , denoted bp? (X)), is defined as

D2(X):=E(X -E(X))’

> (x - E(X))2 p, whenX discrete
D(X)=4"
J. (x- E(X))2 Of (x)dx whenX continuou
under the assumption that the expected value exists

Thestandard deviation, denoted by , is defined as

D(X):=4D*(X) (>0)



R.6. 3.
The following relations can be easily verified:

D2(X)=E(X?) - (E(X))?,

© © 2
Z (Z X, Epij whenX discrete
i=1

i=1

D?(X):= ,
jx Df(x)dx—('ffo(x)] whenX continuou

Ex. 6. 1. (continued)
Find the variance and the standard deviatiox of

Solution:
DZ(X):(1—3.5)2%+(2— 3.5)2[-1%+ #( 6 3.}529%= 2.8,
or

D?(X) :1%+ 49}; ot 3@3}6— 35= 2.9.

D(X)=1.71.

Ex. 6. 2. (continued)
Find the variance and the standard deviatiox of

Solution:

D?(X) :.T(x—l)2 [é§x+§jdx

3
:_"(—gx3 +£)x2—£1x+—2jdx
179" 79" 973

__2xt,10¢ 147 2f
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3

1
2

or



R. 6. 4.
Let X and Z be two random variables. Given the transformation

Z =g(X),

we would like to derive informations abordtassuming we know the distributionXf. This
will be illustrated by the following example:

Ex. 6. 3.
Let us consider the function

Z=4X

with the following probability and distribution fations for the random variable:

X 2 4
P(X=x)| 1|3
4 | 4

0 when x< 2
F(x):= % when 2<x< 4
1

when x> 4

We are interested in finding the probability ansitdibution functions for the random
variablez :

P(X = x) = P(4X = 4x))
= P(Z = 4x,)

=P(z=2z), i=1 2



and

= PGJ: F(x).

Thus, we have the probability function:

H

z 6

P(z=2)

2P| 0

Nlw

and the distribution function:

0 when z< 8
F(z):= % when 8<z< 1€

1 when z> 16

Let us now calculate the expected valug of

E(Z)=zP(z2=2)+2,P(Z=2,)
=8[P(Zz=8)+16P(Z = 1§
=8[P(4X =8)+ 160P( 4 = 1§
=8[P(X =2)+16P(X = 4

:8E11—+16E|:E
4 4
=14
R. 6. 5.

Generalising the results of the above example asdraing that the corresponding expected
values exist, the following relations can be praved

ig(Xi)EP(X =x) whenX discrete
E(2)=E(g(x)=1..
g (x) OF (x)dx whenX continuou

—00



Ex. 6. 4.
Consider the random variabke with the probability function

X X, X, " X

p=PX=x)=f(x)| m P, Px

Let
Y =aX +b, a,b=const.

Then, we have:
E(2)=) (ax +b)p
i=1
=aDZXi b, +bD§: P
i=1 i=1
=ard x 0 +b.
i=1
Hence, assuming tha& (X ) exists, we have
E(aX +b)=alE(X)+b.
Similarly, it can be proved:
D?(aX +b) =a’D?*(X),
assuming thab? (X ) exists.

Ex. 6. 5.
Consider the random variabtewith

E(X)=u, D?*(X)=0? (@*% 0).

For the function

we obtain



D. 6. 3. (Standardisation, Standardised Random Variable)
The random variabl€ is called astandardised random variable if

The process

is calledstandardisation.
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